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Although the cervical spine supports the head, it has 
quite functional features such as flexion, extension, 
lateral flexion, and rotation. Due to this wide range 
of motion, there is a susceptibility to trauma and 
degenerative changes. Neck pain due to cervical 
spine problems is a very common medical problem 
in the adult population. Cervical strain, cervical 
spondylosis, and discopathies are common causes 
of mechanical neck pain. Apart from these, traumas, 
tumors and reflected pain are also important causes 
of neck pain.[1] Patients with non-traumatic neck pain 
can be examined in various polyclinics such as family 
medicine, internal medicine, orthopedics, physical 
medicine and rehabilitation, neurology, neurosurgery, 
and rheumatology outpatient clinics. Almost every 
patient is evaluated with plain radiography in terms 
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Resnet-101, and DenseNet-201 networks. Our data set consisted 
of 161 normal lateral cervical radiographs and 170 lateral cervical 
radiographs with osteoarthritis and cervical degenerative disc 
disease.
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of obtaining easy and fast results at the diagnosis 
stage.[2] However, it is not always possible to evaluate 
radiographs by a radiologist, and cervical radiographs 
may be incorrectly evaluated. According to statistics, 
the misdiagnosis rate by human in the interpretation 
of plain radiographies can reach 10 to 30%.[3]

With the prominence of the digital systems 
in medical imaging methods, the X-rays can be 
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evaluated instantaneously, as well as remotely 
with computer and internet support. It can be also 
evaluated retrospectively by storing the images. With 
the development of computer technology, automatic 
processing of large amount of data becomes possible 
for decision support through machine learning 
techniques.

Deep convolutional neural networks (DCNN) and 
similar machine learning methodologies have started 
to take an important place in the medical field such 
as deep learning, drug development, genetic, audio 
and visual objects recognition. Deep learning has 
attracted an increasing amount of attention from 
medical sciences, as it has proved to result in better 
performance than traditional machine learning 
algorithms in processing massive quantities of data. 
These methods have been applied successfully in 
various medical domains to support and enhance 
diagnosis processes. To illustrate, deep learning is 
applied to classify patients with brain stroke based 
on data gathered from patients and tomography 
scans and magnetic resonance images and predictive 
features that are risky for the mortality rate are 
identified and their effect on mortality is predicted 
with reasonable accuracy.[4] Similarly, deep learning 
technique is used in the diagnosis of three common 
dermatopathology diseases based on the whole-slide 
images (WSI) where fully convolutional neural 
network (CNN) is created that improved accuracy 
in classifying the dermatopathology diseases.[5] In 
the prediction of colorectal cancer, deep learning 
method was fed with digitized hemotoxylin and eosin 
(H-E) stained histology slides which resulted in high 
accuracy rates for normal and cancer slides.[6]

The CNN is an artificial neural network (ANN) 
algorithm that applies multilayer neural network 
structure. It is a powerful algorithm for image 
processing and pattern recognition, as it is capable 
of catching spatial and temporal information in an 
image by the use of appropriate filters. The CNN 
requires a large amount of data to create the learning 
model. In case of inadequate data, transfer learning 
can be utilized that provides effective classification 
solution. Transfer learning is a recent trend in deep 
learning that uses existing knowledge to solve 
different problems.[7] Transfer learning is proved to 
be quite effective, particularly in domains where data 
sources are limited in nature.[8]

The ImageNet is a project that aims to categorize 
images into almost 22,000 separate object categories 
using around 1.2 million training images with the 
goal of training learning models to classify an input 
image into 1,000 separate object categories. The CNN 

networks are pre-trained on ImageNet data and 
have the capacity to be used for images other than 
ImageNet data set via transfer learning. Among 
many pre-trained models, VGG-16 and VGG-19 
architectures have 16 and 19 layers respectively with 
3¥3 convolutional layers.[9] ResNet is introduced 
as a network-in-network architecture that is built 
on micro-architecture modules.[10] DenseNet[11] is a 
more recent architecture that is characterized by its 
simplicity that expects smaller number of parameters 
with respect to ResNet network providing similar 
accuracy.

In the present study, we aimed to evaluate 
osteoarthritic changes, loss of cervical lordosis and 
disc space narrowing, which can be seen in the 
lateral cervical radiography of patients admitted to 
the hospital with neck pain, with deep learning 
technology using transfer learning.

MATERIALS AND METHODS

Data set

After the approval of the Ankara City Hospital 
Ethics Committee (Date: 25/06/2020, No: E1-20-392), 
the lateral cervical radiography images of 416 
patients admitted to the Rheumatology Department 
of Ankara City Hospital between January 2019 and 
December 2019 were obtained from the hospital's 
electronic registration system. Patients between the 
ages of 20 to 65 who suffered from neck pain were 
included in the study. Patients who had cervical 
trauma, patients with systemic disease with cervical 
spine involvement such as ankylosing spondylitis, 
patients who had cervical spine surgery and patients 
with malignancy with cervical spine involvement 
were excluded from the study. Radiographs of a total 
of 85 patients who did not meet the criteria were not 
included in the study.

Cervical radiographs were evaluated by dividing 
into following two groups: Group 1, normal cervical 
radiographs; normal disc space without osteoarthritic 
changes; and Group 2, pathological cervical 
radiographs; loss of cervical lordosis, narrowing of 
the disc space and/or degenerative changes in the 
vertebral corpus.

Radiographic images of the patients were 
evaluated by a radiologist and a rheumatology 
specialist, both of whom have more than 10 years 
of experience, without being aware of each other. 
Radiographs agreed by these two investigators as 
normal or abnormal were included in the study. The 
intraclass correlation coefficient for intra-observer 
and inter-observer reliability was 0.94 and 0.92, 
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respectively, for cervical radiographic evaluation. 
The images were excluded from the study in case of 
disputes.

Data preprocessing

Lateral cervical radiographs used in this study 
were in JPG format, different width and height 
pixels. All images, in between C1 and C7, were 
cropped to include cervical vertebrae. A white color 
padding was added to the right and left side of each 
image to prevent data loss and distortion so that 
the square frame was obtained and the resolution 
remained unchanged. All of the images were resized 
to 224¥224 pixels. As a result, 224¥224¥3 (3 means 
RGB image format) dimension images were obtained. 
Figure 1 shows some cropped and resized images 
samples.

Data set is divided into training (70%), validation 
(15%) and test set (15%) randomly (Table I). In deep 
learning methods, the performance of the model 
improves as the number of data increases. Statistically, 
the number of samples allocated for training should 
be sufficient for training, and the number of test 
data should show the performance of the model and 
give similar results in repetitions of the test. Since 
it was observed that the same ratios were used in 

relevant studies previously, the above partitioning 
was preferred as a suitable choice to achieve the 
purpose of this study.

Validation data set was used for hyperparameter 
tuning and test set was used for evaluating the model 
accuracy. The hyperparameters used to tune each 
model are given in Table II.

Data processing environment

This study was performed on a LENOVO Intel® 
Core™ i7-9750H / Y540 / 16G / 512 GeForce RTX2060 
computer and in MATLAB® R2018b environment. A 
source code, including also MATLAB® commands 
provided by Deep Learning Toolbox™, was prepared 
by using MATLAB macro environment.

Transfer learning, data augmentation 

The CNN algorithm requires a large number of 
images to train the network. When the number of 
images is not sufficient to train the network, transfer 

TAbLE I
Number of images used for training, validation and testing 

stages

Training Validation Test Total

Abnormal 119 26 25 170

Normal 113 24 24 161

Total 232 50 49 331

Normal lateral cervical 
spine radiography

Loss of cervical lordosis Intervertebral disc space
narrowing case

Intervertebral disc space
narrowing and osteophytes case

FIGURE 1. Image samples from the data set.

TAbLE II
Hyperparameters used in the training

Optimizer SGDM

Mini-batch size 16

Initial learning rate 3e-4

Learning rate drop factor 0.2

Learning rate drop period 8

L2 regularization factor 0.004

Validation frequency 16

Momentum 0.9

Maximum # of epochs 20

SGDM: Stochastic gradient descent with momentum.
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learning can be used where an already trained CNN 
model with large number of images is reused as a 
starting point for pattern recognition. Several such 
networks are available such as AlexNet, VGG, ResNet, 
MobileNet, DenseNet, and SqueezeNet. In fairly 
recent studies, these networks have been applied 
effectively for classifying medical images.[12-15] In 
this study, to classify 331 images, we have applied 
VGG-16,[9] VGG-19,[9,16] Resnet-101,[17] DenseNet-201[11] 
pre-trained CNN networks.

Statistical analysis

Statistical analysis was performed using the 
MATLAB R2018b (MathWorks, Natick, MA, USA). 
As a result of the classification, performances of 
the networks were evaluated with performance 
parameters such as accuracy, sensitivity, specificity, 
and precision. These performance metrics were 
calculated from the confusion matrix obtained during 
the testing of the models (TP= True Positive; FP= False 
Positive; TN= True Negative; FN= False Negative).

accuracy=(TP+TN)/(TP+TN+FP+FN)
sensitivity (recall)=TP/(TP+FN)

specificity=TN/(TN+FP)
precision=TP/(TP+FP)

RESULTS

The accuracy and loss of VGG-16, VGG-19, Resnet-101, 
DenseNet-201 model for training and validation 
sets are presented in plots shown in Figures 2-5. 
Both training and validation losses decreased and 
converge as the iteration increased, whereas the 
accuracy increased for those data sets as the iteration 
increased. All models were run for 20 epochs; 
training time was 5 min on VGG-16 network, 6 min 
on VGG-19 network, 6 min on ResNet network, and 
33 min on DenseNet network.

The model performance was evaluated in terms 
of performance parameters in confusion matrices 
(Figure 6). The deep transfer learning models were 
tested with the images, which were separate from 
neither training nor validating data sets. The overall 
accuracy achieved by the VGG-16, VGG-19, Resnet-101, 
DenseNet-201 models were 93.9%, 91.8%, 89.8% and 
85.7% respectively. Table III shows the results obtained 
by testing the models.

DISCUSSION

In the current study, we attempted to classify normal 
and pathological cervical radiographs using VGG-16, 
VGG-19, ResNet-101, DenseNet-201 networks where 

FIGURE 2. VGG-16 Deep Transfer learning training accuracy (upper image), training loss (lower image).
VGG: Visual geometry group.
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FIGURE 3. VGG-19 Deep Transfer learning training accuracy (upper image), training loss (lower image).
VGG: Visual geometry group.

FIGURE 4. ResNet Deep Transfer learning training accuracy (upper image), training loss (lower image).
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FIGURE 5. DenseNet Deep Transfer learning training accuracy (upper image), training loss (lower image).

FIGURE 6. Confusion matrices for deep transfer learning using VGG-16, VGG-19, ResNet-101, DenseNet-201.
VGG: Visual geometry group.

TAbLE III
Performance metrics obtained by testing pre-trained VGG-16, VGG-19, ResNet-101, DenseNet-201 models

VGG-16 VGG-19 Resnet-101 DenseNet-201

Accuracy (%) 93.9 91.8 89.8 85.7

Sensitivity (%) 95.8 92.0 95.5 84.6

Specificity (%) 92.0 91.7 85.2 87.0

Precision (%) 92.0 92.0 84.0 88.0

VGG: Visual geometry group.
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current methods of data augmentation and transfer 
learning were applied. Among the pre-trained 
networks used, pre-trained VGG-16 network 
outperformed other models in terms of accuracy 
(93.9%), sensitivity (95.8%), specificity (92.0%), and 
precision (92.0%). In this study, VGG networks 
performed a bit better than others. We observed 
similar performance values in our previous works, as 
well.[18] This may be due to differences in the kernel 
size or the architecture of the networks. The kernel 
size (receptive-field filter size) of VGG networks is 
3¥3, the ResNet kernel size is 7¥7, and the DenseNet 
kernel size is 7¥7. Kernel is the filter size applied on 
the input image, and data loss is high with a large 
kernel size.

Cervical radiography is the first step imaging 
method for evaluating patients with neck pain. 
This method is widely used for its applicability.[1] 
However, radiologists are not always available and, 
sometimes, it is not possible to reach them under 
daily workload. The labeling and separating normal 
radiographic images through deep learning methods 
enable radiologist to use their time more efficiently 
by sparing more time for analyzing pathological 
radiographs, which increases the effectiveness of 
the diagnosis activities. The objective of this study 
is to distinguish between normal and pathological 
cervical radiographs by artificial intelligence and 
deep learning methods.

The need for large amounts of training data poses 
a challenge for deep learning within radiology, as 
large data sets with accurate annotations are rarely 
directly available. Therefore, many of the deep 
learning-based projects used in radiology would 
require a significant manual effort to collect the data 
needed before starting training. As a result, access 
to relevant training data limits the development and 
spread of applications based on deep learning in 
radiology.[19]

There are successful clinical studies evaluating 
changes in the skeletal system due to trauma or 
osteoarthritis with DCNN technology[2,20-23] which has 
been used in computer plain imaging, particularly 
in the field of medical radiology.[24-31] Accordingly, 
this method has become increasingly popular in 
musculoskeletal radiology. Recently, Al Arif et 
al.[32] defined a fully automatic cervical vertebra 
segmentation framework for radiographic images in 
cervical trauma patients.

For the osteoarthritis diagnosis, transfer 
learning has successfully applied resulting in high 
classification performance.[18,23] There are magnetic 
resonance and computerized tomography imaging 

studies on intervertebral disc lesions that use CNN 
as an artificial intelligence method. Several studies 
related to the use of this technique in the spine have 
been reported.[33-37] Galbusero et al.[33] showed that, in 
biplanar spine radiographs, kyphosis, lordosis, Cobb 
angle of scoliosis, pelvic incidence, sacral slope, and 
pelvic tilt evaluations were successful using deep 
learning approach. Jamaludin et al.[34] showed that the 
usefulness of automation of reading of radiological 
features from magnetic resonance images in patients 
with lumbar pain. Computer-aided diagnosis 
of degenerative intervertebral disc diseases from 
lumbar magnetic resonance images has been reported 
previously.[35,36] Galbusera et al.[37] demonstrated the 
successful recognition of radiological anatomic points 
on lumbar spine lateral radiographs using neural 
network-based methods.

One of the limitations of our study is that it 
evaluates whether there is only cervical degenerative 
change or disc space narrowing in patients presenting 
with neck pain. The prevalence of osteoarthritic 
changes in the cervical spine with advancing age 
decreases, the expected benefit of using this method 
in this age group. In addition, it cannot make the 
differential diagnosis of conditions that can cause 
neck pain such as trauma, tumor, rheumatic diseases. 
However, our study may be a guide for studies that 
can make more detailed radiological analysis.

In conclusion, our study results suggest that 
deep transfer learning methods may be a beneficial 
assistant for evaluation of cervical arthrosis. To the 
best of our knowledge, this is the first study that 
evaluates cervical osteoarthritis. We suggest further 
large-scale, prospective studies to draw more reliable 
conclusions.
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